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All Text Considered:  
A Perspective on Mass Digitizing 

and Archival Processing
Larisa K. Miller

ABSTRACT 
Amid stagnant or diminishing resources, archival repositories are increasingly 
expected to digitize entire collections for the Internet. Yet many cannot eliminate 
their backlogs of unprocessed collections, let alone digitize and post them online. 
This article explores the idea of coupling robust collection-level descriptions to mass 
digitization and optical character recognition to provide full-text search of unpro-
cessed and backlogged modern collections, bypassing archival processing and the 
creation of finding aids.
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With the shift from boutique to bulk digitization, archivists face even 
greater expectations. Creators and donors of collections increasingly 

demand digitization as a condition of transfer. Users want collections to be 
fully available online, as do many funders. Our explanations of copyright and 
privacy gain little traction when pocket-sized technology and social media have 
democratized the Internet, and researchers who swiftly snap away with digital 
cameras in reading rooms do not buy our protests about the high cost of digi-
tization. Most of us have not eliminated processing backlogs, let alone met the 
rising expectations of the digital age.

We are not deaf to these demands and we strive to address them. We want 
our collections to reach the widest possible audience, so we are shifting from 
item-level digitization projects to folder-level ones. This not only cuts metadata 
costs, it ensures that a document retains its context within a folder, where 
related documents may shed light on it. Only collections that have been pro-
cessed benefit from this approach, however, and the cost of archival processing 
remains a significant hurdle. There is the possibility of scanning entire collec-
tions as they are accessioned, but would that not just add to the demands on 
our limited resources?2

A couple of years ago a colleague asked, “What have you stopped doing?” 
It was a provocative question posited in light of the seemingly ever-increasing 
demands for repositories to do more as resources grow tighter. What if we could 
stop doing some other activity and redirect those resources to digitizing? We 
have already stopped microfilming in favor of digitizing. But even as we never 
microfilmed all of our collections, we still are not able to digitize all of them. 
Could we stop doing something else—a standard operation applied to all collec-
tions—and redirect those resources to the effort? Might archival processing—the 
“arrangement, description, and housing of archival materials for storage and 
use by patrons”—be that task?3

Digitizing in lieu of archival processing would enable full-text searching 
of modern collections containing machine-readable text, as well as browsing 
by collection and box, while preserving the fundamental archival principles of 
provenance and original order. It might facilitate and expand the use of our 
collections while giving our users what they want and continually request. It 
would allow us to say yes to creators who insist their collections be digitized 
as a stipulation for donation. While enhancing access, it would better preserve 
the originals, which could be largely withdrawn from the danger of handling 
inherent in reading room use. In some cases it might also reduce unprocessed 
backlogs, making more collections available sooner.

Before we explore this model, let me declare my assumptions, chiefly that 
most incoming and backlogged collections consist of modern textual materi-
als, those created in the twentieth century and probably containing a large 
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percentage of typed and printed text on paper, as opposed to handwritten text 
or other formats like photographs. Whether these modern collections are per-
sonal papers or organizational records is probably incidental to the print char-
acteristics they are presumed to have. This model may also be most applicable 
to personal papers because the legal requirements for government and some 
business records may stipulate specific outcomes beyond what is suggested 
here. Finally, collections that have already been processed are beyond its scope, 
though they may benefit from inclusion.

Digitizing without Archival Processing 

How would this model work? Incoming modern collections, as well as 
those already accessioned but still unprocessed, would be cataloged at the col-
lection level, ideally at the single-level optimum or added value levels of our 
description standard, Describing Archives: A Content Standard (DACS). Many reposi-
tories already do some version of this; more than half of archival collections in 
a 2010 survey had an online catalog record.4 Cataloging documents provenance. 
It supplies name, subject, and other access points. It also provides other useful 
data, including an abstract, date span, and extent statement. Most of this infor-
mation can be collected as part of the appraisal process—before the materials 
are acquired—by interviewing the creator or donor and surveying the collec-
tion. We already perform these actions to evaluate a collection’s research value 
and make an acquisition decision. Repositories might develop an appraisal or 
accession form to guide this process and encourage robust documentation. The 
collection-level record would be the sum of the metadata created by archivists 
under this model; no additional description would be performed.

The contents of each container would then be digitized in its existing order 
as received from the donor. Any folders bearing labels would be digitized in 
place, serving as targets for their contents. This would preserve the true original 
order as received, with all its imperfections. The digitized page images would 
be packaged in box order, with each “box” of digital images maintained as a 
separate digital file. The images would be run through an automated Optical 
Character Recognition (OCR) program. The OCR produced would not be cor-
rected because cleaning it up is resource intensive. Also through scripted pro-
cesses, the “boxes” of digital page images would be loaded for delivery to users.

Once digitized, the original collection materials could be stored where 
shelf space is least costly and called upon only rarely when needed. Rehousing 
of the collection is incidental; as the More Product, Less Process (MPLP) method 
asserts, the storage environment can be relied on for preservation.5 If rehous-
ing is performed, it would maintain the arrangement of materials as received 
from the creator and would occur before the collection is digitized. In this way, 
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the original of a digitized page is correlated to its box and could be located if 
necessary.

Users would be able to perform full-text searches by keyword, much as 
they do with Google. This is what they are accustomed to and expect. They 
could choose to search across all archival collections or within a single collec-
tion. When selecting a search result, the user would be taken to a digitized page 
image containing the search term. The page image would be situated within its 
“box” of digitized page images, so users could browse adjacent pages that might 
be relevant. Users could also select a particular collection by the access points 
or other metadata created by an archivist in the collection-level record. These 
include the creator name and subject headings, which are much like those 
assigned to a book and thus familiar to most users. Users could then choose a 
box and begin to browse the pages in context with their neighbors.

This is neither revelation nor new model. It is the format of Google Books 
and similar large-scale book digitization projects. Its end product is a digitized 
archival collection that is essentially equivalent to a digitized book. 

Reviewing the Literature

The linchpins of this proposal are rapid, high-volume digitization and 
application of OCR to enable full-text searching of archival materials. What 
does our professional literature reveal about them?

Most mass-digitizing projects involve books and newspapers, but digitiza-
tion of large segments or entire collections of archival materials is occurring 
and is tied to a shift away from item-level metadata. In the 2000s, selected series 
of the John Muir Papers at the University of the Pacific Library were digitized. 
In a blend of large-scale and selective approaches, about sixteen thousand pages 
of various formats were scanned, including microfilm copies of handwritten 
letters. Existing descriptions were used, though full-text transcriptions were 
created for the letters. Speed of capture was less of a focal point than the effec-
tiveness of the metadata, though the project made clear that capture at lower 
bit depth and resolution can speed production without inhibiting use.6

Driven by digitizing rates that were outstripping item-level metadata cre-
ation rates, in 2010 the University of Alabama Libraries digitized the Septimus 
D. Cabaniss Papers (31.8 linear feet, 46,663 scans) while comparing the efficiency 
and cost of item-level workflows to new workflows based on the online finding 
aid. The workflows spanned eight steps, from preliminary description to scan-
ning and quality control, uploading to the web, and metadata remediation. The 
new method cut the time to create 100 scans from 825 to 434 minutes and cost 
32 percent of the item-level method.7 
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To spur the scale of digitization of special collections, in 2011 OCLC 
reported on nonbook digitization initiatives being done “at scale.” The report 
directed attention to outsourcing choices, throughput rates, and bottlenecks in 
the processes of nine organizations that were digitizing multiple manuscript 
collections totaling tens or hundreds of thousands of pages. Rates of four hun-
dred, five hundred, or fifteen hundred images per day from originals, and forty-
eight hundred images per day from microfilm, were among those reported.8 

Millions of documents in various formats at the John F. Kennedy Presidential 
Library are being digitized by creating low resolution, web-ready JPEG files and 
providing access through online finding aids. At the Archives of American Art, 
76 collections totaling 512 linear feet were digitized from 2005 to 2009; new 
equipment received in 2010 could scan a page in color in about one second. The 
National Archives of the United Kingdom has digitized more than sixty mil-
lion documents using various methods. One project, the 1911 Census, used five 
automated scanners running around the clock to create about forty thousand 
images per day. The images were electronically transmitted to the Philippines, 
transcribed, and returned in five days with full quality assurance. For every 
document the archives delivered to researchers on site, more than 150 were 
delivered online. 9

Thousands of archival collections totaling millions of pages in the Southern 
Historical Collection at the Library of the University of North Carolina, Chapel 
Hill, are being digitized in their entirety using the online finding aid for meta-
data and web interface. In 2009, the staff projected a sustainable digitizing rate 
of 88,550 scans per year, based on one scanner running twenty hours per week. 
In a concurrent project to digitize the Thomas E. Watson Papers from 2007 to 
2009, actual digitizing rates of about 1.5 minutes and 1.2 minutes per page were 
achieved for two records series totaling sixty thousand pages. The time included 
mounting the item on the scanner, positioning four sides of a crop box on the 
screen, scanning, naming the file, capturing technical metadata, and moving it 
to permanent storage.10 

These large-scale archival digitization projects use as metadata the folder-
level descriptions in the finding aids that were created during archival pro-
cessing. The project involving the Southern Historical Collection consciously 
excluded OCR technology because most of the documents to be digitized were 
handwritten. 

What about other projects that explored OCR? In the late 1980s, the National 
Archives and Records Administration (NARA) tested the ability of various OCR 
vendors to read archival documents. The error rate was unacceptably high, so 
NARA’s focus turned to OCR of finding aids rather than historical materials.11

In the early 1990s, the Black History Archives Project spearheaded by 
Virginia Commonwealth University scanned and applied OCR to a variety of 
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modern historical materials on loan from their owners. The resulting database 
relied chiefly on keyword searching of uncorrected OCR. Details of the OCR 
technology and search capabilities were not discussed. The project was deemed 
a success even though the OCR was acknowledged as being “wildly inaccurate” 
at times.12

In the late 1990s, the application of OCR to digitized Civil War–era imprints 
was a major disappointment to the Hoole Library at the University of Alabama. 
A “high-end, ‘teachable’ OCR package” was not able to convert the “uncommon 
and infinitely flawed typefaces of the nineteenth century,” causing the library 
to scale back its project.13 

While not technically archival materials, historic newspapers may have 
enough similarities to modern archival documents to be germane to this review. 
Much like machine-generated text in modern archival documents, newspa-
pers present a variety of fonts, deteriorated paper, faded print, bleed through, 
and fragmented or touching characters. In the early 2000s, the Utah Digital 
Newspapers Program found that OCR tools were more accurate at reading char-
acters than recognizing words, but that redundancy of words in newspaper 
articles can increase search success. Filtering the results through a two-million-
word dictionary and a Utah place names dictionary ensured that only valid 
words appeared in the final text. Two-word proximity searches proved to be the 
best search strategy to address the output created by the OCR program.14 

Not long afterward, an OCR project involving nineteenth-century British 
newspapers at the British Library confirmed that character accuracy exceeded 
word accuracy and found that significant words and words that began with 
a capital letter were 5 to 10 percent less accurate than word accuracy. Thus, 
proper nouns, names, and place names are more challenging for OCR technol-
ogy. Two-thirds of the forty-eight newspapers titles in the test group achieved 
character accuracy of at least 80 percent, half had word accuracy of 80 percent, 
and only a quarter yielded more than 80 percent significant word accuracy. 
Eighty percent recognition was the threshold at which the fuzzy processing of 
search engines could produce a search accuracy of at least 95 percent.15

The National Library of Australia’s project to improve OCR accuracy for 
Australian newspapers tested several methods, including using Australian dic-
tionaries, using grayscale rather than bitonal files, comparing image optimiza-
tion software, or correcting OCR text manually. The first three methods were 
not particularly effective, but the last was considered worthwhile and feasible if 
public users could be recruited to do the corrections.16

OCR is still far from perfect, so research continues. The Text-Induced Corpus 
Clean-up (TICCL) system was tested at Tilburg University in the Netherlands for 
automatic postcorrection of OCR errors in Netherlands newspapers published 
from 1918 to 1946, as well as other types of materials. Rather than “training” the 
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OCR software, TICCL centers on a correction algorithm and yields particularly 
good results with at least some names, as opposed to common words.17 

Another recent project looked at open source OCR workflows for histori-
cal materials. It proposed a modular approach that customizes the workflow 
according to the characteristics of the particular source materials. At present, 
the best solution combines commercial character-recognition engines with 
open source tools for tailored preprocessing and layout analysis.18

It appears from this review that the true accuracy of OCR applied to his-
torical printed materials is far less than the near-perfect rates advertised by the 
vendors of OCR products. In mass digitizing archival materials, archivists seem 
to be most focused on the descriptive component and on synching digitized 
materials to finding aids.

Is Digitizing Faster than Processing?

The crux of this new proposal to digitize in lieu of processing rests on 
metrics. There is no point in considering it if archival digitizing rates are not 
competitive with archival processing rates. How do these rates compare? 

Processing rates vary tremendously. The Beinecke Library at Yale provides a 
table of estimated processing times based on the origin and time period of cre-
ation. Looking at the time to process a cubic foot of post-1900 collection materi-
als, it estimates 1.1 days for state government records, 1.25 days for business 
records, 2.25 days for local government records, 3.5 days for personal papers, 
and 3.25 days for mixed types.19

Mark Greene and Dennis Meissner also found great variability in archi-
val processing rates. Their review of NHPRC grants yielded an average rate of 
9 hours per foot. When they surveyed processing archivists about processing 
rates, the average of the results was 14.8 hours per cubic foot, though the most 
frequently cited figure was 8 hours per foot. The pair went on to advocate for a 
much faster rate of 4 hours per cubic foot for large twentieth-century archival 
materials if their MPLP method was used.20 It is difficult to establish a single rate 
for purposes of evaluating this model. Because processing archivists themselves 
posited a rate of 8 hours per foot, I will use that as the benchmark.

How many pages are in a cubic foot? There are 15 linear inches of letter-
size pages in a cubic foot, which is comparable to 3 manuscript boxes. If there 
are 800 pages in a manuscript box, that makes 2,400 pages in a cubic foot. If the 
pages are double-sided, the actual pages to be digitized doubles to 4,800. The 
number changes if the pages are legal size, because then there would only be 
12 linear inches in a cubic foot. I will assume an average collection is letter size 
with half of its pages double sided. That yields a figure of 3,600 pages per cubic 
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foot. The processing rate of 8 hours per cubic foot thus converts to 450 pages 
per hour. Can digitizing compete with that? 

Digitizing equipment can more than exceed this rate. For example, one 
vendor’s planetary book scanner can process a sheet in 2.7 seconds (that is 
1,333 sheets per hour) while another’s overhead camera system claims up to 
700 pages per hour. A do-it-yourself scanner with open hardware and software 
can capture up to 1,200 pages per hour. Looking to the future, experimental 
technology can scan a 200-page book in less than a minute by flipping through 
the pages under a camera.21

Real projects probably provide more accurate rates. An operator digitizing 
books for Google can scan about 50 books a day. If each book is 150 pages, that 
is 7,500 pages per day or 938 per hour. The Internet Archive digitizes a book 
in 30 to 60 minutes, depending on its length. That yields a lower rate of a few 
hundred pages per hour.22

The type and condition of archival materials put severe brakes on these 
speeds. Archival collections mix paper sizes and types of varying strengths and 
conditions, as well as single- and double-sided sheets; they may be interspersed 
with unusual formats. They also contain fasteners that take time to remove. 
Yet even with these problems, some repositories are achieving rapid digitizing 
rates for selected archival materials. Princeton’s Mudd Library is scanning 300 
pages per hour on a photocopy-style scanner, while a project at the University 
of Minnesota is digitizing disbound university publications with a sheet-fed 
scanner at a rate of 500 pages per hour. The Internet Archive charges 10 cents 
per image to capture books and 25 cents per image to capture archival materi-
als, which suggests a fairly close rate for these two types.23

These very exceptional digitizing projects are competitive with our archival 
processing rate of 450 pages per hour. Most digitizing projects are much slower. 
But mass book digitization projects are pushing technology and workflows ever 
faster, and they are trickling down into the archival world. It seems safe to say 
that digitizing rates within the archival world will continue to increase, though 
the physical characteristics of the materials will always serve as a drag on those 
rates. It may behoove us to reconsider our materials handling rules for digitiza-
tion projects. Many twentieth-century collection materials are low in intrinsic 
value and sturdy enough to enable auto-feed scanning without damage. This 
sometimes occurs already; when I worked at the National Archives in the 1990s, 
the records declassification unit alone was authorized to use an auto-feed copy 
machine because of the huge amount of modern materials it had to duplicate. 
We might also consider one-time handling of a nature we might not repeatedly 
allow in the reading room if the end result is a digital surrogate that can stand 
in for most or all future use.
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Reassessing the calculation through a different lens, the processing rate 
of 8 hours per foot may be too optimistic, and it does not distinguish between 
different types of collections. If we instead use the Beinecke’s processing rate for 
personal papers, 3.5 days per cubic foot, the processing rate for the same 3,600 
pages drops to 129 pages per hour. This makes more archives’ digitizing proj-
ects competitive. The University of North Carolina’s Digital Southern Historical 
Collection program achieves 90 images per hour, and the Green Revolution proj-
ect at the University of Minnesota reaches 96 per hour.24

Tempering factors may also lift this model over the digitizing rate barrier. 
Repositories may be able to deploy more human resources to digitizing than to 
processing because many of the high-speed archival digitization projects cited 
above employ students. In addition, scientific or highly technical collections, 
as well as those in foreign languages, could be digitized without the need for 
processing by staff with specialized knowledge. The main bottleneck to increas-
ing the number of staff digitizing, as compared to processing, is probably the 
cost of fast-throughput scanning stations, but even these could be stretched by 
shift work.

It is probably safe to say that digitizing has the potential to achieve rates 
comparable to those for archival processing of at least some archival materials. 
If the metrics appear possible, arguments turn to the value of archival process-
ing and its codification in finding aids. Aren’t finding aids the most effective 
method of describing manuscript materials for researchers?

How Will Users Manage without Finding Aids?

In all probability only archivists would ask this question. Studies repeat-
edly show that researchers have trouble understanding finding aids.25 This was 
one of the first things I learned about archives—when I told my father I hoped 
to be an archivist, he replied that he never understood archival research until 
he read a book that explained archives. While we might dream of researchers 
who read a book to understand our system, we cannot expect them, especially if 
we wish to expand use. Providing our users with something more familiar than 
finding aids—something more like Google Books—could increase our relevance 
to the public, especially in today’s information-driven economy.

Archival processing typically produces a finding aid with series descrip-
tions and folder titles, which are the most detailed level of description created. 
Let’s look at the folder-level metadata, which would be jettisoned if we digitized 
without processing. 

The DACS description standard requires that titles include a creator name 
and a term indicating the nature of the materials. Creator names are valuable 
for access, but they are often inherited from higher levels of description. When 
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many folder titles share a single creator, the degree of differentiation within a 
collection description is limited. Correspondence series are probably most likely 
to provide a folder title involving a name other than that of the overall collec-
tion. Due to the inheritance of creator names, the “nature of materials” seg-
ment of the DACS title often carries the burden of description. But how many 
researchers think in terms of physical forms, or search for them?

Numerous studies indicate that users search by subject, yet DACS requires 
few subject terms.26 Topical terms are added to titles only when the name and 
nature elements do not clearly identify the materials. This perpetuates our ten-
dency to provide limited subject access to archival materials. We prefer prov-
enance for access because archival materials are closely related to the creator’s 
activities and difficult to categorize by topic. Identifying the “aboutness” of a 
letter can be problematic, and a document that covers multiple subjects can 
only be placed in one folder. As a result, finding aids are out of sync with how 
many users search.

Traditionally, users had to search for archival materials by starting at 
the collection level and then drilling down to series and then to folders. This 
provenance-based approach could have been rendered nearly irrelevant in the 
digital age were it not for Encoded Archival Description (EAD), which makes 
the entire text of finding aids searchable on the Internet. This has freed users 
from some of their most frustrating problems with finding aids. They can com-
pletely bypass the cumbersome and unintuitive provenance-based descriptions 
and instead search the full text of finding aids directly. Most users have already 
moved to this kind of search.27 

Finding aids also severely restrict the pool of searchable text. Users can 
only search the very limited metadata of the finding aid, in which the few words 
of a folder title stand in for the content of dozens of documents—sometimes a 
hundred pages or more—within that folder. Searching only the metadata of the 
finding aid may falsely yield a paucity of results. In all likelihood, many users 
are doing nothing more than a keyword search of our finding aids by some 
topic. Wouldn’t we rather have them perform that search on the full text of the 
materials? 

We know that controlled vocabularies are essential to effective search 
results, but both finding aids and full text contain mostly uncontrolled words. 
While DACS identifies six broad categories of access points, it leaves both their 
definition and choice of thesauri to local decision, with one exception: that of 
names of creators in a single-level description or the top level of a multilevel 
description. Some local entities prescribe greater use of access points; “to pro-
mote content access,” the Online Archive of California requires at least three 
controlled access headings, including name, occupation, and function, but not 
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subject.28 When searching finding aids, users cannot rely on controlled access 
points other than certain creator names. This is no better than full-text search. 

In the new model, users could search the collection-level metadata with 
access points created by archivists and/or the uncorrected full text of all the 
materials in each collection. Most OCR software can achieve accuracy rates of 
98 to 99.9 percent. One popular product claims recognition of 189 languages 
and “up to 99.8% recognition accuracy,” though that depends on such factors 
as document quality and scanner settings.29 We know that character accuracy 
rates mask problems with word accuracy, especially accuracy of significant 
words. But significant words in a collection are likely to be repeated, which 
improves the chances of accuracy. In addition, the OCR software could perhaps 
be “trained” to recognize proper names and specialized terms anticipated to 
appear in a given collection. Furthermore, once users find a search term in the 
text, they can browse nearby to uncover related documents that might not have 
been accurately indexed by the software. 

Series and folder titles, as well as the date spans tied to them, would be 
lost in the full-text model. Some of them carry rich meaning, while others are 
uninformative. Looking at hypothetical examples, the “Joe Seeland letters” file 
identifies and aggregates all of his letters and adds a date span. The “printed 
matter” file is much more opaque. A user interested in whatever topic—let’s say 
submarines—may never choose to consult the “Joe Seeland letters” file or the 
“printed matter” file based on their titles, but might discover relevant docu-
ments if able to search their full text for the word “submarine.” Depending on 
the nature of the query, some users would enjoy more success with full-text 
searches and others would find less. That is already how it works with both find-
ing aids and full-text search.

Few users employ advanced search functions.30 We marvel when their key-
word search yields a million hits and they are content to view only the few top-
ping the list. Thus full-text search by keyword will meet the needs of many users 
and be an end in itself. For those more discerning, the collection-level metadata 
could take on new value. To filter extensive search results, users might execute 
a search of the controlled subject headings at the collection level, or consult the 
biographical note and other collection-level information, which is easily over-
looked when container lists are searchable. This could strengthen appreciation 
and understanding of one of our core principles, provenance. 

This model might also provide more seamless integration of hybrid paper-
digital collections. It is unlikely that we will arrange born-digital materials 
the same way we arrange analog materials. Opening, viewing, and arranging 
the contents of hard drives brimming with thousands of born-digital files is 
unrealistic; users will probably perform full-text searches of these materials. 
By digitizing the papers in a hybrid collection, the collection can be united 
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electronically. The context between the paper and born-digital components in 
this digital union may not be fully integrated, but at least both parts will be 
fairly equally accessible through a single search interface. Users will not need to 
switch gears between finding aids for boxes of papers and computer terminals 
for born-digital materials. 

It is hard to say with certainty that finding aids provide significantly better 
access than full-text search, which has only recently become possible. Archival 
processing and finding aids were developed when our predecessors could not 
keep up with item-level registration of documents. In a paper-bound era they 
produced an effective, elegant solution for access. The MPLP method is contro-
versial despite striving to sustain processing in the face of more voluminous 
collections. It does not ask, “If digital technology was available when archival 
processing was developed, which method would we be using today?” 

Can These Digitized Collections Go Online?

The content of modern collections is likely to contain personal informa-
tion about living people and be protected by copyright. This information cannot 
be posted on the Internet, which is the ideal delivery tool for digitized materials 
and the place where users expect to find archival collections. Donor consent in 
transfer agreements helps immensely but does not cover the rights of third par-
ties whose works are common in archival collections. Archivists are committed 
to openness, but we believe it must be balanced by respect for intellectual prop-
erty rights and personal privacy. This most difficult problem cannot be entirely 
overcome by the march of technology.

Digitizing by archives is usually not considered a copyright violation. 
Posting digitized items online is equivalent to publication, which is a violation. 
One solution to the copyright problem is allowing access to digitized collections 
only in the reading room, but this does nothing for users who demand online 
access. A more liberal approach would involve providing older collections on 
the Internet—those in which the materials are, say, fifty years old or some other 
age at which infringement is deemed less risky.31 More recent materials would 
remain limited to the archives reading room. Some type of virtual reading room 
where users request and receive access to specific collections, controlled by 
password and time limit, might also be possible. Such a space already exists 
at the Special Collections and Archives at the University of California, Irvine.32 

From an openness perspective, the ideal solution to the copyright problem 
may be to post collections online by invoking fair use, building a case to support 
it, and supplementing it with a liberal take-down policy. Providing searchable 
full text may be the transformative use that qualifies for fair use, as a recent 
court ruling suggests.33 Fair use is the rationale for online delivery of the output 
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of the mass digitization project involving the Southern Historical Collection 
at UNC.34 In some cases it may be worthwhile to buttress this by going to our 
funders who insist on digitizing, explaining what we are doing, and requesting 
their financial support if the results trigger lawsuits. 

Privacy must be assessed separately from copyright; it can be violated 
in the reading room as well as on the Internet, with numerous third parties 
unknowingly involved. Technology can help with privacy issues. Forensic soft-
ware that identifies words of concern and patterns for other data of concern, 
like Social Security and credit card numbers, could be used to redact private 
data automatically via full-text search. An alternative to redaction might be 
a nondisclosure agreement signed by users. This approach is already used for 
some collections that are only available in reading rooms, and it may be gain-
ing momentum; it was the focus of the 2012 annual meeting of the Privacy 
and Confidentiality Roundtable of the Society of American Archivists.35 A click-
through nondisclosure agreement might even prove acceptable for collections 
posted online, or available through an archives-controlled virtual reading room, 
especially if archivists are somewhat selective about which collections they 
make available this way. 

These approaches could be mixed and matched to particular collections 
to achieve the greatest possible access while we exercise our responsibilities to 
protect data in collections likely to need it. Where we determine that collections 
cannot go online, perhaps we could instead provide the indexed words of the 
full text online but out of context, keyed only to their collections, somewhat 
like the database of five billion words from Google Books.36 Users could per-
form searches, identify collections, review the collection-level descriptions, and 
then contact the repository. An archivist could then deliver digitized materials 
directly to that user. 

What about All the Other Problems?

Relative to copyright and privacy, other problems may seem minor. They 
include workflows, storage, and preservation, and their costs. Some hand-
written, visual, and audiovisual materials do not seem to benefit from OCR. 
Undoubtedly, there are other problems. 

Digitizing rates may be fast, but that is just one step of the process. The 
full-text model eliminates one standard digitizing step—metadata creation, 
which is thought to account for a third of digitizing costs.37 At large scale, logis-
tical issues crop up at every remaining step, from removing fasteners to check-
ing image readability, looking for missing pages, and uploading and indexing 
for delivery. The most rapid archival digitization projects previously mentioned 
note many postcapture workflow bottlenecks. Indeed, missing and unreadable 
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pages are problems with Google Books and fixing them is not efficient. Even if 
bad images are not corrected when identified, the full-text model might still 
support discoverability and satisfy a majority of users; as a fallback, the original 
documents could be made available in the reading room. If archivists think this 
model has merit, we will need to experiment with and develop workflows that 
fit our goals and budgets. 

The sheer amount of data generated by mass digitization is a storage chal-
lenge, especially with the cost of redundant copies and regular backup. While 
digital storage capacity increases rapidly—Kryder’s Law recognizes the “50-mil-
lion-fold increase” in magnetic disk capacity since 195638—the true cost of stor-
age remains unclear. We lack consistent metrics for the human operations 
involved in long-term management of storage systems, and we do not know 
how economies of scale might reduce unit costs. 

To conserve storage space, we can trim the files created to the minimum 
needed for OCR and human readability—300 ppi grayscale files are much smaller 
than 600 ppi color files, for example. The files will also piggyback on the stor-
age needed for born-digital archival materials, which will quickly outpace the 
number, size, and complexity of these digitized files. At this point, however, 
most large repositories in the United States lack the funding and infrastructure 
for managing born-digital materials, and few have significant amounts of such 
files. Then again, the majority of them have an institutional repository, which 
could conceivably become the storage site for digitized archival materials.39

The long-term preservation of digital materials is also up in the air. 
However, the formats we generate by digitizing textual materials will be more 
consistent and stable than most of the born-digital archival materials that we 
will be responsible for in the future. The target file formats we use are based 
on preservation concerns, and their ubiquity helps ensure that migration paths 
will be available. The homogeneous files we create will be less difficult to pre-
serve than the born-digital ones created by everyone else.

These and other technological challenges are formidable. Yet they are 
chiefly problems of technology, where the exponential improvements noted by 
Kryder’s Law can be applied to many areas. Moreover, even item-level mass pro-
cesses, when automated, can be performed efficiently. Many economic sectors, 
including the Internet, retail, health care, science, and government, are harness-
ing big data with powerful analytical tools. The Internet Archive manages about 
nine thousand terabytes of data.40 Google seems to have mastered the problems 
of storage, search, and speed. Its success may be nearly unmatchable, and the 
business model of most archives does not include commodification of resources. 
But as tools for managing big data are developed in other sectors, they will 
trickle down to archives, and implementing them only after they are proven 
may save some cost. Partnerships among repositories, or with government or 
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commercial entities—perhaps even Google or the Internet Archive—may help 
underwrite the costs of technology. 

We may look to archives in China for solutions, though without know-
ing Chinese, it is difficult to gauge the full parameters of their programs. The 
Foreign Ministry Archives of the People’s Republic of China has digitized all 
publicly available documents generated between 1949 and 1965; access is avail-
able only on computers in the reading room. Rather than full-text search, it 
appears that metadata are searchable. The Beijing Municipal Archives planned 
to digitize “10% of our paper archives, some microfilm information and all of 
the audio-visual archives by the end of 2005, for the convenience of on-line uti-
lization.” The National Library of China had digitized more than 180 terabytes 
of special collection materials as of 2008. Government involvement, labor costs, 
and many other societal factors are different in China, but much of the technol-
ogy should be similar across national boundaries.41 

Nonprint archival materials also present challenges. Audiovisual materials 
are more costly to digitize but their sturdy casings make them less vulnerable to 
robotic handling, assuming there is no sticky shed syndrome or other condition 
issues. One machine robotically digitizes multiple video streams, another digi-
tizes eighty thousand videotapes in a year, and the Swedish National Archive of 
Recorded Sound and Moving Images was using automated workflows to digitize 
open-reel audiotapes at a rate of 1,500 hours per day in 2007.42 For spoken-word 
video and audio recordings, speech-to-text software might produce searchable 
text comparable to that of OCR for text-based materials. Voice recognition soft-
ware is improving rapidly; it is increasingly common in smartphones, and one 
popular software product claims “up to 99% accuracy out of the box.”43 The tran-
scripts generated by these processes could be merged with the text recognized 
by OCR to provide seamless search points for users.

Handwritten materials present challenges to machine readability. 
Computer scientists are working on machine recognition of handwritten U.S. 
Census schedules, which present writing by many different people in a struc-
tured format that enhances readability. While their results are not usable yet, 
they are making remarkable progress.44 

Crowdsourcing tools could conceivably assist with a variety of problems. 
Correcting errors in OCR, transcribing handwritten materials, and notifying 
repositories of image quality problems are among the many areas where end 
users could contribute. It may be difficult to recruit the public for these tasks, 
but there are success stories involving materials of genealogical interest. When 
the National Library of Australia began digitizing one million newspaper pages 
per year and sought users to correct text and tag data, the public responded in 
an unprecedented way, with thousands volunteering.45 The FamilySearch web-
site provides an easy way for individuals around the world to index records 
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from home.46 An alternative approach gets users to decipher scanned words that 
OCR failed to recognize as part of web security and authentication measures.47 
Even if the public response is effective, developing these tools adds another 
layer to our technology challenges. 

It is likely that even under this new model some collections would still 
warrant archival processing, which might be redefined as a boutique activity. 
Collections of photographs or those with many fragile or handwritten materials 
might fit this category, as well as especially significant or valuable collections. 
Then again, improvements in facial recognition software may someday make 
many visual materials accessible without metadata. 

Beyond all the practicalities is the question of our professional survival. 
If processing and finding aids become peripheral or are eliminated, what will 
happen to archivy as a profession? Original order and provenance, which this 
model maintains and could possibly elevate, should be sufficient to define us. 
Meanwhile, we have no shortage of challenges. We can work on effectively sur-
veying collections during acquisition to create rich collection-level descriptions. 
We can partner with computer programmers on optimizing search algorithms 
for full-text coupled with collection-level descriptions, and we can assist users 
with sophisticated search protocols. We can collaborate with creators on col-
lecting and preserving their born-digital materials, from their email to their 
dynamic social media presence. Capturing and preserving the historical and 
societal record will still be a full-time job. 

Should We Consider Adopting the Full-Text Model?

The basic idea behind this model is simple. It asks whether mass digiti-
zation of archival materials would be more feasible if we could eliminate the 
resources—staff, time, money—invested in archival processing of collections 
before they become eligible for digitization. It would apply to modern collec-
tions that are incoming or backlogged for processing. By not processing them, 
we would have more resources to direct toward digitization. 

Instead of the folder descriptions created during manual processing, 
uncorrected OCR would be applied as an automated task to the full text of the 
materials. Choosing between these options might hinge on how much and what 
kind of description are sufficient and adequate for users. The few words selected 
for a folder title stand in for the entire text of that folder. The full-text model 
embraces the entire text in that folder, but will not be 100 percent accurate or 
complete due to the limitations of OCR. What level of full-text word accuracy 
would allow access comparable to the access a folder title enables and can OCR 
achieve it? If the full-text model provides a discovery method that is more famil-
iar and intuitive for most users, does that change the equation?
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As we consider the full-text model, we should bear in mind our core beliefs 
and practical realities. We want our collections to be open and accessible to all 
without cost and easy to discover, access, and use. We want to be responsive 
to the researchers, records creators, and resource allocators who wish to see 
our collections digitized. We need to maximize our limited resources. As our 
resources stagnate or diminish while expectations for digitization grow seem-
ingly exponentially, we must ensure our time is well spent. Can this model 
better achieve our goals and the expectations of our constituencies? 

If we really do want to provide entire collections on the Internet, what 
steps are necessary to achieve it, and what steps add unnecessary cost? Archival 
processing produces an arrangement and a finding aid that enable access. 
Digitizing that processed collection is a second, separate activity that can only 
be performed at whatever digitizing rate is achievable. If we instead digitize 
without processing, we would produce a fully digitized, somewhat searchable 
collection for online access. The new model turns a two-step operation into a 
single activity. 

Digitizing rates for archival materials lag behind those for books. OCR 
technology cannot produce 100 percent word accuracy on the range of machine-
produced print in modern archival materials. We could dismiss this model today, 
but we should not don blinders to it. Technology is advancing rapidly. If digitiz-
ing coupled with full-text search seems at all promising, exploring it now allows 
us to be ready when the technology is. If we decide it is unrealistic or inferior to 
current methods, then we are better positioned to make our case to the many 
constituencies who expect to find collections online. If we decide the full-text 
model is possible and desirable, we can begin exploring the workflows, delivery 
methods, and other problems that remain to be solved; this will also help us 
ramp up for the stewardship challenges of born-digital archival materials.

We could begin incrementally. We might select modern collections that 
would most benefit from the full-text model—those that seem appropriate for 
the Internet from copyright and privacy perspectives, relying heavily on fair use. 
Or we might funnel collections received in good order to processing and direct 
highly disorganized collections, which are the most labor-intensive to process, 
to digitizing and OCR. 

It is easy to reject this model because we are wedded to the traditions of 
processing and finding aids. Most of us cut our teeth as archivists by processing 
collections. But archivists are also inherently practical—aggregate description at 
its core is an approach to archival description based on the realities of large col-
lections and limited resources. It is difficult to imagine collections without find-
ing aids, but we should remain aware of and open to the entire world in which 
we operate. It is worth remembering the situation that drives this model. We 
have limited or diminishing resources, but we are surrounded by demands to 

All Text Considered: A Perspective on Mass Digitizing and Archival Processing

D
ow

nloaded from
 https://prim

e-pdf-w
aterm

ark.prim
e-prod.pubfactory.com

/ at 2025-07-01 via free access



Larisa K. Miller538

The American Archivist    Vol. 76, No. 2    Fall/Winter 2013

digitize our collections en masse, and those demands are not likely to subside. If 
they do, odds are it will be because we are doing it, or because our researchers, 
records creators, and resource allocators have given up on us and moved on.
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