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aBstraCt 
Big Data is becoming a key part of transactions and decision-making processes, and 
archivists are increasingly called to intervene in its management. This article exam-
ines the digital preservation needs of government Big Data from the perspective of 
archival theory. While Big Data presents unique challenges, particularly in the areas 
of record capture, access, and privacy, it is nonetheless becoming a key compon-
ent of modern government recordkeeping. Managing both the technical and ethical 
aspects of Big Data is essential, with each requiring specific consideration. Taking 
a systems-level view of Big Data by attempting to capture instances of bounded 
variability may be one path forward, and technical tools and systems can success-
fully manage such large volumes of information. However, ultimately, as with all 
digital preservation initiatives, proper documentation is key. Creating appropriate 
metadata to capture the identity, technical characteristics, and management actions 
for Big Data must include the multiprovenancial origins of such data sets. More 
broadly, Big Data reminds archivists of their larger responsibilities. Recognizing the 
power dynamics in Big Data requires an interrogation and documentation of the 
data themselves, as well as of the ways in which governments and corporations use 
them. Digital preservation must balance technical knowledge with critical perspec-
tives to truly capture the context of Big Data and the records it produces.
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Big Data is becoming a key part of transactions and decision-making pro-
cesses, and archivists are increasingly called to intervene in its manage-

ment. Should they? When governments adopt Big Data strategies, the resulting 
transactional records have inherent bonds to the data they are based upon. 
Big Data is sometimes defined as an archives in and of itself, but these claims 
often emphasize storage over archival principles, particularly authenticity and 
long-term preservation. This article examines the digital preservation needs of 
government Big Data from the perspective of archival theory. While Big Data 
presents unique challenges, particularly in the areas of record capture, access, 
and privacy, it is nonetheless becoming a key component of modern govern-
ment recordkeeping. Managing both the technical and ethical aspects of Big 
Data is essential, with each requiring specific consideration. Archivists are well 
positioned to intervene in the creation and use of Big Data to support citizens’ 
rights and government accountability. 

Discussions of Big Data have skyrocketed in recent years, but what exactly 
is Big Data? Initially, Big Data referred to “data sets large enough to require 
supercomputers.”1 However, as computational power became more access-
ible, Big Data was defined in terms of “the 3Vs: volume, velocity and variety.”2 
Volume refers to the large quantities of data, velocity indicates the rapid pro-
liferation and “temporal dynamism” of data, and variety reflects the hetero-
geneous nature of Big Data.3 Rob Kitchin expands upon the 3Vs to add that 
Big Data is “exhaustive in scope”; “fine-grained in resolution”; “relational in 
nature”; and “flexible.”4 Dynamism, diversity, and analytic power are essential 
characteristics of Big Data. Now, Big Data commonly includes a fourth V: “ver-
acity,” which speaks to the “uncertainty of data.”5 Mistrust around the quality 
of data harkens back to archival concepts of accuracy, reliability, and authen-
ticity. It also reminds us that powerful systems have real-world impacts that 
need to be thoughtfully considered. Analytic power in particular is central to 
understanding the value and usage of Big Data; danah boyd and Kate Crawford 
note that “Big Data is less about data that is big than it is about a capacity 
to search, aggregate, and cross-reference large data sets.”6 Big Data can make 
large, unwieldy sets of information more workable and understandable for 
human users. However, it is important to view Big Data insights with a critical 
perspective. Boyd and Crawford define Big Data in terms of technology, which 
reflects computational capabilities; analysis, which refers to the use of Big Data 
to identify patterns and make larger claims; and mythology, which indicates a 
critical perspective on techno-solutionism that identifies Big Data as a “higher 
form of intelligence . . . with the aura of truth, objectivity, and accuracy.”7 The 
mythology of Big Data is critical for archivists to understand, as it has clear ties 
with archival practice. When parsing definitions of Big Data, it is important 
to recognize not only its technical aspects, primarily its velocity, volume, and 
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variety, but also its veracity, which speaks to claims of knowledge production 
and decision-making. 

The analytic power provided by the use of Big Data has resulted in its 
widespread adoption across sectors and disciplines. Scientific research involv-
ing large data sets has pioneered work on managing Big Data.8 Similarly, cor-
porations driven by the profit motive are finding new ways to generate and 
leverage consumer data for their benefit.9 Governments have also turned to Big 
Data to inform policy decisions. Because the “state is a prime generator and 
user of data,” it makes sense that governments would seek to leverage their 
preexisting assets.10 Looking at this context is useful for parsing out archival 
concerns because of the specific recordkeeping responsibilities of governments. 
For democratic governments to be accountable and transparent, records that 
reflect key transactions and decisions must be properly managed and preserved. 
Interactions between a government and its citizens often involve data collection 
(e.g., persons provide information to the government in exchange for services), 
which means that Big Data is increasingly part of this crucial relationship. As 
government becomes digital, Big Data emerges as a new, but important, type of 
government record that requires particular care and attention. 

While Big Data can be used throughout governments, a few key areas are 
worth emphasizing. As mass generators of data, governments often use “Big 
Data methodologies . . . to develop new digital channels for service delivery.”11 
Big Data can help improve current services, but is also powerful in its ability “to 
predict . . . future needs . . . and to develop the analytical capability to develop 
prediction models which link policy interventions to future outcomes.”12 In 
other words, Big Data is a key aspect of not only supporting current government 
services, but also of the decision-making processes involved in setting govern-
ment policies. As Kate Galloway states, “Big data—rather than simply informa-
tion about citizens or service users—is now assumed integral to government 
activity.”13 If Big Data is becoming “integral” to such activity, then it follows that 
Big Data will be part of the context of government records. Big Data initiatives 
within governments are sometimes linked to the open data movement, as well 
“as sharing, reuse, open access, open government, transparency, [and] account-
ability.”14 Beyond potential long-term preservation obligations, incorporating 
Big Data into government archives supports broader goals of the open govern-
ment movement and can help keep governments accountable to their citizens. 
Again, archivists are well positioned to contribute to the management of Big 
Data in government because of their relationship to documenting government 
activities and supporting accountability. 

While Big Data can support government transparency, it also has the poten-
tial for opacity and secret government activity. Big Data offers many opportun-
ities and benefits, but no discussion of its uptake by governments is complete 
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without recognizing the role of its use in mass citizen surveillance. Through the 
provision of services, governments amass large swaths of data; however, some 
of the data are also gathered through surveillance programs. “All states are 
involved in surveillance for the purposes of security, safety and crime preven-
tion and apprehension.”15 Big Data represents a significant shift in these pro-
grams because “there has been a move to replace and extend [analog systems] 
with digital equivalents so that they now produce big data.”16 Big Data may be 
regarded as a chicken and egg situation: large quantities of data require tools to 
make sense of them, but now the availability of these tools creates an impetus 
to generate and collect more data to analyze. The implications of citizen surveil-
lance as Big Data are wide sweeping. From whistleblower Edward Snowden’s 
revelations about the United States National Security Agency’s PRISM program17 
to President Barack Obama’s successful tactics during his election campaigns,18 
the use of Big Data is an essential component of modern government, including 
its historic victories and scandals.19 Big Data itself is also a source of controversy, 
particularly regarding privacy. Many scholars have critiqued Big Data practices 
for failing to sufficiently protect the private information of individuals who 
have become data points.20 There are significant implications for archivists seek-
ing to preserve Big Data. On the one hand, Big Data informs some of the major 
events of the twenty-first century and is embedded in day-to-day government 
transactions; on the other hand, it poses complex, unresolved questions around 
access and privacy. 

Before turning to the specific problems Big Data poses to archival prac-
tice, it is important to note that Big Data is often framed as an archives in 
and of itself. Particularly in the sciences, discussions of “the data archive” are 
common.21 This archives is rarely conceptualized in terms of archival theory; 
the term “archives” more often reflects the storage of Big Data, rather than 
its long-term preservation and authenticity. That is not to say that there is 
no work being done on Big Data management. As one example,22 the Sydney-
AAO (Australian Astronomical Observatory) Multi-object IFS (SAMI) Survey data 
archives is a system that looks at longer-term preservation and access. In addi-
tion to emphasizing “open source code, ease of maintenance, and efficient stor-
age,” SAMI also considers the need for metadata and version control of data.23 
Across academic disciplines, research data management and data curation 
are key issues. Many universities are developing data repositories, such as the 
University of Porto’s Information System for the Aggregated Management of 
Resources and Academic Records (SIGARRA), which is integrated into other uni-
versity-wide systems, such as the institutional repository.24 Discussions about 
data curation often include the need for digital preservation and metadata. For 
example, the Interdisciplinary Earth Data Alliance (IEDA) developed a thesaurus 
for the data it hosts because “controlled vocabulary and data consistency are 
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crucial to facilitate . . . use [of] the data.”25 Suzhen Chen and Bin Chen recognize 
that “collaboration between . . . information professionals and . . . researchers 
becomes vital to develop and enhance metadata profiles for geoscience data.”26 
However, there remains a strong emphasis on the archives as a technological 
tool, rather than an organization with broader goals and responsibilities.27 
Though Chen and Chen highlight the importance of information professionals 
in their discussion of metadata, they conceptualize Big Data digital preserva-
tion in terms of “discipline-specific repositories, institutional repositories, and 
commercial cloud storage systems.”28 This finding aligns with the International 
Research on Permanent Authentic Records in Electronic Systems (InterPARES) 
2 project’s examination of science data portals, where “many indications that 
elements of a ‘real’ archives are present,” but “explicit statements of archival 
management are absent.”29 Beyond natural science disciplines, the social sci-
ences and digital humanities have also taken up Big Data, and considerations 
of its management.30 However, Alex H. Poole and Deborah A. Garwood reviewed 
the role of librarians and archivists in Big Data digital humanities projects and 
found that, while there is currently little representation, a clear need exists for 
information professionals to lend their expertise to improving Big Data man-
agement systems.31 An archival perspective on Big Data, with its emphasis on 
accountability, is particularly pertinent for governments, where Big Data needs 
to have a clear relationship, or archival bond, to other government records so 
that it can provide evidence of past acts and facts. Preserving relational context 
is important for Big Data because it generates supporting records that are only 
fully understood and meaningful when connected to the more traditional rec-
ords of activities that Big Data supports. 

When considering the role Big Data can play in archives, it is important 
to ask: is Big Data a type of record? A record is “a document made or received 
in the course of a practical activity as an instrument or a by-product of such 
activity, and set aside for action or reference.”32 It is clear that Big Data will 
not completely satisfy this traditional definition. It lacks the fixity and stabil-
ity of a document33 and is often not formally set aside for the future. However, 
InterPARES 2’s work expands the concept of a record in the digital environment 
“to suggest that individual digital components, or aggregations of digital com-
ponents, might themselves constitute a record or a set of records, depending on 
how they are instantiated in the system and how they are used by the creator.”34 
InterPARES 2 further adds the concept of interactive, experiential, and dynamic 
records.35 Given Big Data’s capacity to change based on user interaction and 
its dependence upon updating external or internal data sources, it aligns most 
closely with interactive36 and dynamic37 records. However, given that interactive 
and dynamic records require fixed rules that allow for their re-creation under 
the same conditions, not all Big Data is inherently an instantiation of records. 
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Instead, using interactive and dynamic record types as models allows the con-
sideration of system requirements for bounding Big Data as records. 

It is pertinent to think about Big Data as a type of record because of its 
relationship to “the course of a practical activity.” Galloway argues that Big 
Data “has increased the scale, speed and complexity of data collection and use 
to such an extent that it is . . . qualitatively different from any analogue gov-
ernment record-keeping that has gone before it.”38 Recordkeeping in a Big Data 
context is different because Big Data itself informs the shape of government 
activities in substantially new ways. Chen and Chen argue that “Big Data is not 
only the collective sum of small data but can help achieve far greater contribu-
tions to research than all its parts; more importantly, it may generate new find-
ings, applications, and solutions that cannot be possible from its constituent 
subsets of data.”39 Leveraging the unique predictive, analytic power of Big Data 
can affect everything from the Census and surveillance to citizen engagement 
and providing resources, thus becoming a central record of government activ-
ity.40 InterPARES 2 found that VanMap, a GIS system for the City of Vancouver 
that aggregates government data for subsequent analysis and decision-making, 
“provides evidence of transactions . . . aggregates and presents information in 
ways that facilitate new activities and transactions” and “is both an instrument 
and a by-product of the practical activities of its creator.”41 Following InterPARES 
2’s conclusion that aspects of VanMap should be captured and treated as rec-
ords, this article argues that other Big Data systems, particularly in government 
contexts, have the capacity to generate records and should be managed as such. 

So far, this discussion has elucidated why Big Data should be preserved 
and its role in an archives. It is now time to consider how Big Data can be 
managed for successful long-term preservation. While an extended technical 
explanation of preserving Big Data is beyond the scope of this article, there 
are projects that provide guidance on what such a practice could look like. 
The aforementioned InterPARES 2 project, while examining the creation, main-
tenance, and long-term preservation of authentic experiential, interactive, and 
dynamic records in electronic systems,42 introduced the concept of “bounded 
variability,” which it defines as “the changes to the form and/or content of a 
digital record that are limited and controlled by fixed rules, so that the same 
query, request or interaction always generates the same result.”43 Because Big 
Data is so dynamic, in its current state, it likely does not meet the require-
ments for bounded variability. Unless Big Data is actively set aside upon its 
use, it will not have limits and fixed rules that allow for the recall of a set 
variation of results. However, following the findings of the VanMap case study, 
bounded variability can be built into a Big Data system to support its long-term 
preservation.44 A system that captures snapshots of a Big Data set when it is 
modified could produce records. Apache Hadoop, a cloud computing platform 
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that supports Big Data processing, includes the Hadoop Distributed File System 
(HDFS), which can take snapshots of partial or entire file systems.45 Researchers 
at the University of Applied Sciences Eastern Switzerland HTW Chur developed 
a prototype for a mixed mode data repository (MMRepo) using Hadoop 2.0 and 
HDFS2.46 Ingo Barkow, Catharina Wasner, and Fabian Odoni do not explicitly 
address the HDFS2 snapshot capability, which normally requires user involve-
ment for a snapshot to be taken. However, Tsozen Yeh and Yipin Wang sought 
to address this limitation by “revis[ing] and improv[ing] the snapshot scheme” so 
that “when changes [are] made to a part of the file system with snapshots taken 
before, [the] system will autonomously take a new snapshot on that part of the 
file system in real time.”47 Yeh and Wang conceptualize the automatic snapshot 
in terms of restoring backups after errors, rather than preserving authentic 
records. Interdisciplinary collaboration is needed to bridge technical develop-
ments with archival theory. Archivists have a key role to play in the design and 
maintenance of Big Data systems to ensure their recordkeeping capabilities. 

One inherent component of Big Data that presents a particular challenge 
to digital preservation is size. Capturing iterations of a Big Data system requires 
significant technical and financial resources for storage alone. In the context 
of digital libraries, Wasim Ahmad Bhat argues that “the huge storage shortage 
for long-term preservation of big data can be largely attributed to the failure 
of the storage technology to cope with the growth of big data.”48 While storage 
is important, technological developments will likely address the issue of digital 
storage space. The real challenge created by the volume of Big Data is the com-
plexity of access and use.49 Because Big Data requires computational support to 
be understandable, users will want to interact with data sets in dynamic ways 
to make sense of the records. The complexity of sense-making may pose tech-
nical challenges, but archival interventions can mitigate them in part. Metadata 
creation and management as part of an effective digital preservation program 
can help contextualize the records, but also provide key information for future 
renderings of Big Data. 

Proper metadata is essential for ensuring the authenticity of Big Data in the 
long run. Just as records are centered around provenance, so, too, is data lineage 
essential to future use and understanding.50 The Digital Curation Centre’s (DCC) 
Curation Lifecycle Model speaks to the importance of managing data from the 
moment of creation.51 Big Data requires knowledge not only of how its current 
aggregations are functioning, but also of the data sets’ initial origins. The DCC 
advises generating administrative, descriptive, structural, technical, and pres-
ervation metadata at the time of creation. Because digital preservation ideally 
begins at record creation, the arrangement and description of Big Data is inter-
twined with preservation actions. When preserving Big Data, a central question 
is: what is being preserved? Boyd and Crawford emphasize the importance of 
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taking a critical stance toward Big Data, rather than assuming objectivity. It 
is important to remember that “Big Data are heterogeneous collections, cre-
ated in varied sites of production and shaped by their conflicting values and 
norms.”52 In addition to the technical requirements of preservation, it is essen-
tial that archivists capture the complex provenance of Big Data. Because Big 
Data involves the aggregation of data, it can combine data sets from a wide var-
iety of contexts. Within governments, this can involve the integration of various 
departments’ data sets to gain bigger picture understandings of services. “Big 
Data are assembled from local conditions that are important for understanding 
the whole . . . by looking at Big Data as agglomerations of local data, we can 
learn about the heterogeneity of data in general and the importance of data’s 
origins.”53 From the perspective of long-term preservation and in accordance 
with the DCC model, this heterogeneity is part of Big Data’s identity and thus 
must be properly documented to maintain the data’s authenticity. Additionally, 
the multiprovenancial origins of Big Data may require specific work to ensure 
metadata interoperability across data sources. 

Yanni Alexander Loukissas argues that recognizing heterogeneity is key 
to understanding the wider social implications of Big Data. Daniela Agostinho 
argues that “under the guise of neutrality, the claims to objective knowledge 
staked out by big data often try to elide the active role of data in shaping a world 
that is becoming increasingly datafiable.”54 While Agostinho is not speaking 
about professional archival practice or Big Data as records, her arguments about 
the power dynamics of information have implications for archives. Archivists 
cannot make claims to the neutrality or objectivity of Big Data, but they can use 
their theoretical knowledge to represent the reliability, or lack thereof, of Big 
Data records. Agostinho reflects on the “political implications” of “the collection 
and usage of big data” given that appraisal “always entails operations of exclu-
sion . . . with the hyping of big data there is the heightened danger of excluding 
all data deemed small whilst privileging the potentially big.”55 This concern for 
the dynamic between “big” and “small” data has specific implications for gov-
ernment archives because government Big Data can be deeply personal, and its 
use can have immediate and significant impacts on the lives of individuals. The 
SAMI archives requires complex systems to manage galaxy data, but in the gov-
ernment context, an added layer of complexity arises from archives including 
data about people. Despite the large-scale nature of Big Data, it is important to 
remember that personal information, and the personal stakes invested in that 
information, are key components of these data sets. Without critical perspec-
tives that acknowledge the implications of humans becoming data points, Big 
Data archives may reproduce systems of inequalities that are often intertwined 
with government surveillance and services. 
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Archivists can play a key role in changing the power dynamics of Big Data. 
Many authors discuss the challenges of understanding the context of Big Data, 
but there is often no connection to the role archives can play in representing 
and preserving context.56 Boyd and Crawford argue, “Big Data reframes key 
questions about the constitution of knowledge, the processes of research, how 
we should engage with information, and the nature and the categorization of 
reality.”57 These questions about knowledge, organization, and understanding 
are important, but difficult to parse out with Big Data because it is not always 
clear what the data sources are. To make claims about data, “we need to know 
where data is coming from; it is similarly important to know and account for 
the weaknesses in that data.”58 Two issues are the ways in which Big Data can 
compound inaccuracies and the need for different methods of understanding 
Big Data. Regarding inaccuracies, boyd and Crawford note that “data sets from 
Internet sources are often unreliable, prone to outages and losses, and these 
errors and gaps are magnified when multiple data sets are used together.”59 
While inaccurate content does not preclude Big Data from having record poten-
tial, lack of context, and thus lack of archival bond, does. Archivists nonetheless 
should be deeply aware of the potential for inaccuracies as essential context. 
If long-term preservers of Big Data do not account for inaccuracy, they risk 
inadvertently perpetuating information and knowledge production that is not 
only wrong, but potentially harmful. Understanding provenance is key here. 
Returning to boyd and Crawford’s claim that Big Data has “the aura of truth, 
objectivity, and accuracy,” archivists can use their skills to break down these 
mythologies by situating Big Data in its context of creation.60 In archives, repre-
senting Big Data records as reliable, rather than objective, will help users under-
stand this context. While record accuracy is part of record creation practices, 
ultimately, recordkeepers and archivists seek to keep authentic records, which 
can include capturing data with content errors. Contextualizing these errors 
is also important because of the potential for archives themselves to become 
sources of Big Data.61 An extended discussion of this phenomenon is out of 
scope in this article, but, as technology continues to develop, archivists should 
be aware of the ways holdings will become subject to Big Data analytics. 

Transparently representing Big Data inaccuracies is one method of mitigat-
ing the mythology of “truth, objectivity, and accuracy.”62 As boyd and Crawford 
note, these myths are part of Big Data’s creation and use within its original 
activities. Because archives seek to preserve authentic records, rather than 
truthful or objective ones, they must represent these records accurately and 
critically. Context is key because Big Data is particularly difficult to understand, 
and, given its use across disciplines and sectors, it is becoming a significant 
underpinning of current research. Loukissas argues that “attention to the local 
is necessary for developing critical discourses on Big Data.”63 He warns against 
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the “the universalizing ambitions of Big Data,” instead emphasizing the need 
to understand the heterogeneous origins of data sets.64 Heterogeneity can itself 
be an area of research; Loukissas points to “the utility of differences in data as 
markers of an otherwise invisible local context that is important for meaning-
ful analysis.”65 Beyond supporting diverse forms of research, understanding data 
provenance illuminates social power dynamics. “Data are situated within the 
means of their production, the infrastructure required to maintain them, their 
systems of representation, and the social order they reproduce.”66 The context of 
creation shows the activities of those who produce and use Big Data, especially 
in governments. Loukissas’s argument also reminds us that these activities can 
partially depend on their technological context. The software and hardware 
required to aggregate and analyze data sets can be seen “as evidence of the way 
that data are situated in time.”67 Understanding how governments use Big Data 
technology to perform their day-to-day functional activities is another way to 
hold them accountable. Digital preservation, then, plays a key role in manag-
ing technological context for long-term access. The need to know this context 
underscores the reasons why Big Data must be preserved as systems; as previ-
ously discussed, bounded variability can be built into Big Data systems so there 
is the potential to preserve Big Data as dynamic records that serve as or support 
evidence of activities. 

The wide impacts of Big Data can be serious and need to be captured when 
Big Data becomes records. Because of the dynamism and supposed anonymiza-
tion of Big Data, citizens have “diminished access to our own data, we often lack 
the means and expertise to analyze, make sense of it, even recognize it as our 
own.”68 While Big Data can support open government, and initiatives geared 
toward accountability and transparency, it can also support opaque bureau-
cratic structures in which citizens have little or no control over their personal 
information. As previously noted, Big Data is not immune to inaccuracies, and, 
if data are inaccurate, once aggregated in a Big Data context, the inaccuracy 
becomes difficult to rectify. In Australia, an “apparent wrong-headed deploy-
ment of big data” by the government resulted in claims of people “being wrong-
fully threatened with legal action for failure to pay debts that do not exist.”69 
This example shows the real-world effects of inaccurate Big Data, which will be 
compounded over time without proper documentation and contextualization. 
Providing this context is one of many ways that reliable recordkeeping can help 
larger societal goals. Authentic Big Data records may in fact evidence problems 
in a government’s data collection that have serious implications for the treat-
ment of its citizens. By preserving Big Data and providing access to citizens, 
the archives can be a space where individuals are re-empowered to engage with 
their data. 
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Providing access to Big Data, in combination with contextualizing it, is 
by no means simple, but this is another area in which archivists have useful 
expertise to contribute. Others worry that “without the software and hardware 
of [legacy data sets’] era, as well as operating knowledge thereof, data would 
not be accessible at all.”70 Big Data from legacy systems left unmanaged will 
become inaccessible, but intervention by archivists can make it accessible in the 
long term. Emulation may present one path forward, but still runs the risk of 
inaccessibility due to proprietary software rights and obsolescence.71 Processes 
like the HDFS automatic snapshot in Hadoop indicate feasible options for cap-
turing records that might then be managed in the long term outside of their 
original systems. Regardless of the specific strategies, archivists must play an 
active role in Big Data generation and management to successfully retain its 
accessibility. Original technological context is important and can be captured 
through emulation and/or description, but, ultimately, Big Data should be main-
tained and preserved in a way that encourages usability for a wide array of audi-
ences independent of a requirement for specific legacy software and hardware. 
Considering widespread accessibility is important because “it is still necessary 
to ask critical questions about what all this data means, who gets access to 
what data, how data analysis is deployed, and to what ends.”72 In the govern-
ment context, Big Data is used to provide services and regulate the population. 
Citizens should have a means for accessing this information. “Those without 
access can neither reproduce nor evaluate the methodological claims of those 
who have privileged access.”73 Access is, however, just the first step in making 
Big Data available for purposes of transparency and accountability. Returning to 
Agostinho’s argument that “we often lack the means and expertise to analyze 
[Big Data], make sense of it, even recognize it as our own,” Big Data compounds 
the problem of access by requiring more than literal availability to be under-
standable.74 There are no simple solutions, but when considering the preserva-
tion of Big Data, it is important to recognize the additional work required to 
make data truly accessible to general users. 

While the facilitation of access may be a means of citizen empowerment, it 
is also essential to be aware of the privacy issues embedded in Big Data records. 
Locating Big Data about oneself is challenging, but it is inaccurate to consider 
Big Data sets as anonymous. The Australian government was embroiled in more 
Big Data controversy when it decided to link the 2016 census with data from 
other agencies and to link individuals’ census data into the future to track 
them across time. The Australian Bureau of Statistics planned on monetizing 
the data, which raises serious concerns about citizen privacy and consent.75 
Given the relationship between government data collection and the provision 
of essential services, citizens may not be able to opt out of data collection.76 If 
governments then use Big Data methodologies, citizens have little control over 

D
ow

nloaded from
 https://prim

e-pdf-w
aterm

ark.prim
e-prod.pubfactory.com

/ at 2025-06-29 via O
pen Access.



16

The American Archivist  Vol. 83, No. 1  spring/summer 2020

emily larson

personal information. As Galloway argues, “once we have given our informa-
tion, our privacy has already been breached.”77 Privacy breaches are an increased 
risk with Big Data because of the potential for “deductive disclosure,” which 
is “facilitated by the volume of data and its complexity, with the result that 
it is difficult to fully assess beforehand the risk.”78 Deductive disclosure is a 
process whereby personal information is accessible through the combination 
of large, individually anonymized data sets, because the aggregation of that 
data generates connections between data that make individuals identifiable. 
Ultimately, Big Data raises the stakes in the relationship between people’s pri-
vate and public lives. Theoretically, anonymized data disconnects citizens from 
having agency over their personal information, yet the processes of data link-
ing increasingly amalgamate all aspects of people making them more exposed. 
Through Big Data, governments can take macro-level perspectives of their 
citizens, yet it is important to remember that behind data points are human 
beings whose lives the information collected about them deeply affect. This 
personal aspect of Big Data only grows as long-term preservation becomes a 
factor; the accumulation of data sets also represents the accumulation of lived 
experiences and personal information that must be protected. When preserving 
government Big Data for long-term access and use, archivists must be aware of 
the increased risks regarding privacy breaches. Understanding the provenance 
of each data set and appropriately documenting their contexts of creation and 
use may help determine the potential risks. Similarly, intervening at earlier 
stages of system design can give archivists the opportunity to raise issues of 
privacy and access restrictions. 

Archives exist not only to preserve records, but also to provide access to 
them. Given the serious privacy risks embedded in government Big Data, why 
preserve data at all? The appraisal of Big Data is a separate discussion, but as 
governments increasingly turn to Big Data to carry out their functions, it will 
inevitably become part of the modern government archives. While archivists 
must be aware of the privacy implications of Big Data, particularly in the con-
text of mass government surveillance, it is also essential to be prepared to ingest 
these records into archival holdings. The volume, velocity, variety, and veracity 
of Big Data pose unique technical and ethical challenges to digital preservation. 
Taking a systems-level view of Big Data by attempting to capture instances of 
bounded variability may be one path forward, and technical tools and systems 
can successfully manage such large volumes of information. However, ultim-
ately, as with all digital preservation initiatives, proper documentation is key. 
Following in the footsteps of current data curation projects, creating appropri-
ate metadata to capture the identity, technical characteristics, and management 
actions for Big Data must include the multiprovenancial origins of such data 
sets. More broadly, Big Data reminds archivists of their larger responsibilities. 
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Recognizing the power dynamics in Big Data requires an interrogation and 
documentation of the data themselves, as well as of the ways governments and 
corporations use them. Digital preservation must balance technical knowledge 
with critical perspectives to truly capture the context of Big Data and the rec-
ords it produces.
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